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Humans can covertly track the position of an object, even
if the object is temporarily occluded. What are the neural
mechanisms underlying our capacity to track moving objects
when there is no physical stimulus for the brain to track?
One possibility is that the brain “fills-in” information about
imagined objects using internally generated representations
similar to those generated by feed-forward perceptual mech-
anisms. Alternatively, the brain might deploy a higher order
mechanism, for example using an object tracking model that
integrates visual signals and motion dynamics (Kwon et all,
2015) . In the present study, we used electroencephalog-
raphy (EEG) and time-resolved multivariate pattern analyses
to investigate the spatial processing of visible and imagined
objects. Participants tracked an object that moved in discrete
steps around fixation, occupying six consecutive locations.
They were asked to imagine that the object continued on
the same trajectory after it disappeared and move their at-
tention to the corresponding positions. Time-resolved de-
coding of EEG data revealed that the location of the visi-

ble stimuli could be decoded shortly after image onset, con-
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sistent with early retinotopic visual processes. For process-
ing of unseen/imagined positions, the patterns of neural ac-
tivity resembled stimulus-driven mid-level visual processes,
but were detected earlier than perceptual mechanisms, im-
plicating an anticipatory and more variable tracking mecha-
nism. Encoding models revealed that spatial representations
were much weaker for imagined than visible stimuli. Moni-
toring the position of imagined objects thus utilises similar
perceptual and attentional processes as monitoring objects
that are actually present, but with different temporal dynam-
ics. These results indicate that internally generated represen-
tations rely on top-down processes, and their timing is influ-
enced by the predictability of the stimulus. All data and analy-
sis code for this study are available athttps://osf.io/8v47t/.
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1 | INTRODUCTION

Internally-generated representations of the world, as opposed to stimulus-driven representations, are important for
day-to-day tasks such as constructing a mental map to give a stranger directions, remembering where you last saw a
lost item, or tracking the location of a car that becomes occluded by another vehicle. In these cases, there is little or
no relevant perceptual input, yet the brain successfully constructs a picture of relevant visual features such as object
form and spatial position. Internally-generated representations have been studied with tasks involving imagery, mental
rotation, and perception of occluded objects. Such tasks seem to involve different cognitive strategies, yet their neural
mechanisms have some similarities. It is clear that internally-generated representations rely on similar brain regions
to stimulus-driven representations (Lee et all,12012; IReddy et al, [2010) but they appear to have different temporal
dynamics (Dijkstra et al!,|2018), raising the question of how exactly these internal representations are formed.
Top-down processing appears to play an important role in generating internally representations. Current theories
of mental imagery are based on similarities between perception and imagery, with a greater focus on bottom-up
processing in perception and top-down processing in imagery (for review, see|Pearson (2019)). Neuroimaging work has
shown increases in brain activation within early visual cortical regions when participants engage in imagery, in a similar
way to viewing the same stimuli (Kosslyn et all, |[1993; [Le Bihan et all, [1993), but there is more perception-imagery
overlap in higher level brain regions such as ventral temporal cortex (Lee et al,|2012; IReddy et all,12010). Imagery
involves greater flow of information from fronto-parietal to occipital regions than perception, indicating that top-
down or feedback-like processes mediate internally generated representations (Dentico et al!, 12014; Diikstra et all,
2017; IMechelli, 2004). During imagery, neural activation within the ventral stream is consistent with generative
feedback models of information flow from higher-level to low-level visual regions (Breedlove et all,12020). Consistent
with this account, recent work using magnetoencephalography and time-resolved decoding showed that imagery of

faces and houses involves similar patterns of activation as viewing those stimuli, but with different temporal dynamics
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(Dijkstra et al!,|12018). In the Dijkstra et al. (2018) study, imagery-related processing was delayed and more diffuse
than perception, which showed multiple distinct processing stages. A follow-up study suggested that the order of
perceptual processes is reversed in imagery (Dijkstra et all,|2019). Together, these results suggest that imagery uses
at least some of the same mechanisms as perception but is initiated in higher-level brain regions rather than being
driven by perceptual input.

Another mechanism originating in higher-level brain regions that might be intrinsically linked to internal represen-
tations is spatial attention. Directing attention to a location enhances processing of stimuli that appear there (Posner,
1980). Reduced amplitude alpha-band (~10Hz) oscillations in visual cortex have been linked to covertly attending
to a specific region in space (Worden et al), [2000). Additionally, time-resolved decoding has found that attended
locations could be decoded from the neural signal even before a stimulus appeared (Goddard et al!,12019). It follows
that spatial imagery tasks that require internal representations of objects with specific positions or orientations, such
as in occlusion or mental rotation, might also inherently involve spatial attention. Indeed, alpha-band activity has
been found to track spatial locations held in working memory (Foster et al,[2016). Interestingly, a recent study found
evidence that imagery and perception share neural processes in the alpha-band frequency linked to high-level visual
processing, using a task that did not involve an explicit spatial component (Xie et al), 12020). Imagery and spatial
attention therefore seem to share common features; they both appear to rely on top-down processing, with one conse-
quence that perception seems to have higher spatial resolution than both spatial attention (Intriligator and Cavanagh,
2001) and imagery (Breedlove et al!,[2020). Itis very difficult to untangle the contributions of perceptual processes and
spatial attention to internal representations. It seems likely that imagery involves mechanisms related to perception

and attention, relying on top-down processing from high-level brain regions.

One aspect that is likely to affect the top-down generation of an internal representation is how it is prompted and
the ability to predict its features in advance, for example when objects become occluded. The processes underlying
the representation of occluded objects may be closely related to those in conventional imagery tasks (Nanay, [2009).
However, there are some important differences between imagery and occlusion. Imagery can be prompted from
short- or long-term memory, which involve different brain regions (Ishai, 2002). Mental imagery can be considered
to encompass situations in which there is a visual percept that is not produced via current sensation. In this view,
representations held in working memory can therefore involve mental imagery; indeed, percepts in working memory
resemble those arising from mental rotation (Albers et all,|2013). In conditions of occlusion, as well as in the case of
visual working memory, there is usually some sensory support, such as from a fragment of the object not occluded
or full view of the object immediately before occlusion. One possibility is that internally generated representations
utilise the same brain networks as perceptual representations, but the temporal dynamics vary with the ability to

predict and anticipate details of the stimulus to be generated.

Tracking the position of a predictably moving object is a common task that may share some top-down processes
with static imagery tasks. In particular, prediction is likely to play an important role in both imagery and visual tracking.
The ability to predict the movement of a stimulus influences perceptual processing during visual tracking (Blom et al.,
2020;Hogendoorn and Burkitt,12018). Hogendoorn and Burkitt (2018) measured EEG from participants who viewed
an apparent motion stimulus that was predictable or unpredictable in its motion trajectory. The position-specific
representations occurring 80-90ms after stimulus onset were unaffected by motion predictability, but a later stage of
processing (typically 140-150ms after a stimulus is presented) occurred earlier for predictable relative to random se-
quences by approximately 16ms (Hogendoorn and Burkitt,|2018). Predictability therefore has a marked effect on the
temporal dynamics of spatial representations for visible stimuli. For an object appearing in an unpredictable location,
the resulting position representation must be a combination of the internal representation of the expected location

and the stimulus-driven response to the actual object location (Blom et al,|2020). Disentangling a stimulus prediction
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from a stimulus-driven response is an important next step in understanding how and when internal representations
are formed. Anticipatory mechanisms are likely to influence internally generated spatial representations, but might
interact with other effects, for example the delayed processes observed during imagery (Dijkstra et all,|2018).

In the current study, to understand the nature of internal representations in the brain, we investigated the neural
processes underlying visual tracking for visible and imagined objects. Participants covertly tracked the position of a
simple moving stimulus and kept tracking its trajectory after it disappeared. Using spatial imagery allowed us to assess
the temporal dynamics of internal representations during object tracking in the absence of a stimulus-driven response.
EEG and time-resolved multivariate pattern analysis were used to assess the position-specific information contained
within the neural signal during visible and imagined stimulus presentations. We successfully decoded the position of
the stimuli from all phases of the task. Our results show that the visible and imagined stimuli evoked the same neural
response patterns, but with very different temporal dynamics. Further, multivariate encoding models revealed that
the spatial representations of imagined stimuli were much weaker than those of visual stimuli. These findings suggest
that overlapping mid- and high-level visual processes underlie perceptual and internally generated representations of
spatial location, and that these are pre-activated in anticipation of a stimulus.

2 | METHODS

All stimuli, data and analysis code are available athttps://osf.io/8v47t/, The experiment consisted of two types of
sequences: a pattern estimator and the experimental task. In the pattern estimator sequences, the order of the stimuli
was unpredictable, whereas in the experimental task the order was predictable. The pattern estimator sequences
were used to obtain position-specific EEG signals that were unlikely to be affected by eye-movements, and were
subsequently used to detect position signals in the experimental task.

2.1 | Participants

Participants were 20 adults recruited from the University of Sydney (12 females; age range 18-52 years) in return
for payment or course credit. The study was approved by the University of Sydney ethics committee and informed
consent was obtained from all participants. Four participants were excluded from analyses due to excessive eye
movements during the pattern estimator sequences.

2.2 | Stimuliand design

While participants maintained fixation in the centre of the monitor, a stimulus appeared in six distinct positions 4
degrees of visual angle from fixation. The stimulus positions were 0°, 60°, 120°, 180°, 240°and 300°relative to
fixation. The stimulus was a black circle with a diameter of 3 degrees of visual angle. Six unfilled circles acted as
placeholders, marking all possible positions throughout the trial. Every stimulus presentation was accompanied by
a 1000Hz pure tone presented for 100ms via headphones. All stimuli were presented using Psychtoolbox (Brainard,
1997; Kleiner et all,|2007; Pelli,11997) in MATLAB. In total, there were 8 blocks of trials, each of which contained two

pattern estimator sequences and 36 experimental task sequences.
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2.2.1 | Pattern estimator

The pattern estimator sequences were designed to extract stimulus-driven position-specific neural patterns from
the EEG signal. Participants viewed 16 pattern estimator sequences (2 per block), each of which consisted of 10
repetitions of the 6 stimulus positions (Figure [TA). The order of stimuli was randomised to ensure that for a given
stimulus position, the preceding and following stimuli would not be predictive of that position; for example, comparing
the neural patterns evoked by positions 1 and 2 could not be contaminated by preceding and following stimuli because
they could both be preceded and followed by all six positions. Each stimulus was shown for 100ms and was followed
by an inter-stimulus interval of 200ms. Onset of the stimulus was accompanied by a 100ms tone. Participants were

instructed to passively view the stimuli without moving their eyes from the fixation cross in the centre of the screen.

The stimuli were presented in unpredictable patterns so there was no regularity in the positions of the previous or
following stimuli to contribute to the neural patterns extracted for each position. Additionally, the random sequences
ensured that any eye movements would be irregular and thus unlikely to contribute to the extracted neural signal. Pre-
vious work has shown that even the fastest saccades typically take at least 100ms to initiate (Fischer and Ramsperger,
1984). Furthermore, eye movements do not appear to affect decoding of magnetoencephalography data until 200ms
after a lateralised stimulus is presented (Quax et al!,|2019). Our 100ms stimulus duration was therefore unlikely to
generate consistent eye movements that would affect the early, retinotopic EEG signal of stimulus position.

To assess whether participants complied with the fixation instruction, we assessed the EEG signal from electrodes
AF7 and AF8 (located near the left and right eye, respectively) as a proxy for electrooculogram measurements. We
calculated the standard deviation of the AF7 and AF8 signals across each of the 16 sequences and then averaged
the deviation for the two electrodes. If a participant’s average deviation across the 16 sequences exceeded 504V,
that individual was considered to be moving their eyes or blinking too often, resulting in poor signal. An amplitude
threshold of 100uV is commonly used to designate gross artefacts in EEG signal (Luck, |I2014), so we adopted an
arbitrary standard deviation threshold of 50uV (50% of the typical amplitude threshold) to indicate that there were
too many artefacts across the entire pattern estimator sequences. Four participants exceeded this standard deviation
threshold (M = 72.72uV, range = 63.93-82.70uV) and were excluded from all analyses. For each of the remaining 16
participants, the median deviation was well below this threshold (M = 25.92,V, SD = 5.64uV, range = 16.06-37.62uV).
Thus, the four excluded participants had far more signal artefacts (probably arising from eye movements) than the

other participants.

2.2.2 | Tracking task

For the experimental task, participants viewed sequences consisting of 4-6 visible stimuli and 4-6 “imagined” pre-
sentations simulating occluded stimuli (Figure[d). The positions of the visible stimuli were predictable, presented in
clockwise or counter-clockwise sequences. Participants were asked to covertly track the position of the stimulus,
and to continue imagining the sequence of positions when the stimulus was no longer visible. At the end of each
sequence, there was a 1000ms blank screen followed by a probe stimulus that was presented in one of the 6 locations.
Participants categorised this probe as either (1) trailing: one position behind in the sequence, (2) expected: the correct
location, or (3) leading: one position ahead in the sequence. Participants responded using the Z, X or C keys on a

keyboard, respectively. Each response was equally likely to be correct, so chance performance was 33.33%.
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FIGURE 1 Stimuli and design. A) Pattern estimator. Participants passively viewed rapid sequences in which a black
circle stimulus appeared in six locations in random order. A tone accompanied every stimulus onset. B) Tracking task.
The stimulus was presented in different locations in predictable sequences. After 4-6 visible locations, participants
had to track the location of the “imagined” stimulus by imagining the continuation of the sequence. A tone
accompanied every stimulus onset. During the 4-6 “imagined” positions, the auditory stimulus continued at the
same rate, but only the six placeholder locations were shown. At the end of the sequence, a probe appeared, and
participants had to respond if it was in the expected position or whether it was trailing or leading the sequence. This
example shows a clockwise sequence with trailing probe. Red arrows (not shown in experiment) designate the
expected position of the imagined stimulus.

2.3 | EEGrecordings and preprocessing

EEG data were continuously recorded from 64 electrodes arranged in the international 10-10 system for electrode
placement (Qostenveld and Praamstrg, [2001) using a BrainVision ActiChamp system, digitized at a 1000Hz sample
rate. Scalp electrodes were referenced to Cz during recording. EEGLAB (Delorme and Makeig, 2004) was used to pre-
process the data offline, where data were re-referenced to the average of all electrodes. We filtered the data using a
Hamming windowed sinc FIR filter with highpass of 0.1Hz and lowpass of 100Hz and then downsampled to 250Hz
as in our previous work (Grootswagers et all, [2019; [Robinson et all, |2019). Epochs were created for each stimulus
presentation ranging from -200 to 1000ms relative to stimulus onset. No further preprocessing steps were applied.
Mean neural responses of these epochs show clear event-related potentials in response to the visual and auditory

stimuli (see Supplementary Material Figure[S5).

2.4 | Decoding analyses

An MVPA decoding pipeline (Grootswagers et al.,|2017) was applied to the EEG epochs to investigate position rep-
resentations of visible and imagined stimuli. All steps in the decoding analysis were implemented in CoSMoMVPA
(Qosterhof et all,2016) . A leave-one-block-out (i.e., 8-fold) cross-validation procedure was used for all time-resolved
decoding analyses. For each time point, a linear discriminant analysis (LDA) classifier was trained using the pattern
estimator data to distinguish between all pairs of positions. LDA covariance was regularised by .01. Channel voltages
from the 64 EEG channels were used as features for classification. Each classifier was trained with balanced numbers

of trials per stimulus position from the pattern estimator sequences. The classifier was then tested separately on the
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visible and imagined positions in the experimental task. This provided decoding accuracy over time for each condition.
At each time point, mean pairwise accuracy was tested against chance (50%). Importantly, because all analyses used
the randomly-ordered pattern estimator data for training the classifier, above chance classification was very unlikely to
arise from the predictable sequences or eye movements in the experimental task. For the tracking task, all sequences
were included in the decoding analyses regardless of whether the participant correctly classified the position of the
probe (i.e., correct and incorrect sequences were analysed). When only correct trials were included, the trends in
the results remained the same (see Supplementary Material[S1). To assess whether neighbouring stimulus positions
evoked more similar neural responses, we also calculated decoding accuracy as a function of the distance between
position pairs. Each position pair had a radial distance of 60°, 120°or 180°apart. There were six pairs with a distance
of 60°(e.g., 0°vs 60°, 60°vs 120°, 0°vs 300°), six pairs with a distance of 120°(e.g., 0°vs 120°, 60°vs 180°), and three
pairs with a distance of 180°(directly opposing each other, e.g., 0°vs 180°, 60°vs 240°). Decoding accuracy for each
pair distance was calculated as the mean of all relevant pair decoding and compared to chance (50%).

As a final set of decoding analyses, time generalisation (King and Dehaene,2014) was used to assess whether the
patterns of informative neural activity occurred at the same times for the pattern localiser and the visible and imagined
stimuli on the tracking task. Classification was performed on all combinations of time points from the pattern estimator
epochs and the visible or imagined epochs. Classifiers were trained on all trials from the pattern estimator sequences

and tested on visible and imagined stimulus positions.

2.5 | Multivariate encoding analyses

As exploratory analyses prompted by reviewers' comments, we used forward encoding models to investigate the spa-
tial selectivity of visible and imagined representations across time. Encoding models can be used with neuroimaging
data to investigate neural encoding of many visual feature dimensions (Sprague and Serences, 12015). Such models
have been applied to fMRI data to assess encoding of features such as colour (Brouwer and Heeger,[2009), orientation
(Scolari et all, 2012) and position (Sprague and Serences, 12013). These methods have also been adapted for use
with EEG using neural responses in the frequency (Foster et all, [2016; |Garcia et all, |2013) and temporal domains
(Smout et al!, 12019; [Tang et all, 12018, 12020). Here, we used data from the pattern estimator task and multivariate
linear regression to model the EEG responses per time point as a weighted sum of six position “channels”, each tuned
to the experimental positions of 60°, 120°, 180°, 240°, 300°, 360°. These models were then used to estimate channel
responses for visible and imagined positions on the tracking task, in order to assess the selectivity of the position
representations. Analyses were adapted from encoding analyses of EEG data implemented in Smout, Tang, Garrido
and Mattingley|2019 using scripts on the Open Science Framework (https://doi.org/10.17605/0sf.io/a3pfq)and
functions fromhttps://github.com/Pim-Mostert/decoding-toolbox!|

Results from encoding analyses are activations (rather than predictions as in decoding), so encoding is more
sensitive to noise and artefacts in the data. Additional data cleaning steps were applied to remove noise and artefacts.
After epoching, we interpolated electrodes that exceeded 5 standard deviations from the mean kurtosis value. For
one dataset, we interpolated one additional channel that remained extremely noisy by visual inspection. In total,
six or fewer channels were interpolated per dataset (<10%, M = 3.5, SE = .56). To remove artefacts, any epochs that
exceeded +/-100uV at any time across the epoch were excluded from the analyses, and for every training/testing fold
we randomly subsampled the remaining clean trials so there were equal numbers per position for the pattern estimator
(total M = 640.13, SE = 46.77) and equal numbers per position, condition (visible/imagined) and movement direction
(clockwise/counter-clockwise) on the tracking task (total M = 1957.50, SE = 177.11). These steps ensured that the

position encoding analyses were based on clean EEG data and could not be biased due to unequal trial numbers.
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For each participant and time point, encoding models were trained using four-fold cross-validation, each time
training on 75% of the pattern estimator data and testing on 25% of the test data. This procedure was repeated 100
times with different trial subsampling every time (Smout et all,[2019). These analyses resulted in response profiles
across the six stimulus positions (encoding “channels”; 0, 60, 120, 180, 240 and 300°) for each trial. Channel responses
were then realigned to positions -120°to 180°, where the 0°position channel reflected the correct stimulus position
for the trial. We expected that the position representations on the tracking task might also include representations for
the previous and next stimuli in the sequence, so we collated the data separately for clockwise and counterclockwise
sequences and relabelled the position channels to reflect position relative to stimulus movement. Thus, channels +60,
+120 and +180 degrees reflect positions of the next three stimuli in the sequence, and channels -60 and -120 reflect
positions of the preceding two stimuli. Mean position channel responses were then calculated per time point for the
visible and imagined stimuli.

To assess the position representations in the neural signal, exponentiated cosines were fit to the encoding re-
sponse profiles across the six position channels for each participant, condition and time point using the equation:

y(x) — A*ek(cos(x—p)—ﬂ +B

which models the expected response profile for position angle x with a distribution with amplitude A (peak
response amplitude) with k concentration (sharpness of the distribution, analogous to standard deviation) that clusters
around y (peak of the function) with baseline offset B. The fitting was implemented using Isqcurvefit in MATLAB with
starting values A = 0.2 (range -5 to 10), k = 1 (0 to 10), u = 0 (-60°to 60°) and B = 0 (-5 to 2). We analysed the amplitude

A and peak p over time for position representations of visible and imagined stimuli.

2.6 | Statistical Inference

To assess the evidence that decoding performance or parameter values differed from chance, we calculated Bayes
factors (Dienes,|2011; Jeffreys,[1998;|Kass and Raftery,|1995;|Rouder et al!,12009; \Wagenmakers,|2007). A JZS prior
(Rouder et al!, 12009) was used with a scale factor of 0.707, meaning that for the alternative hypothesis of above-
chance decoding, we expected to see 50% of parameter values falling within -.707 and .707 standard deviations
from chance (Jeffreys, [1998; [Rouder et al), 2009; |Wetzels and Wagenmakers, [2012; [Zellner and Siow, 11980). The
Bayes factor (BF) indicates the probability of obtaining the group data given the alternative hypothesis relative to the
probability of the data assuming the null hypothesis is true. We used thresholds of BF > 3 and BF > 10 as increasing
evidence for the alternative hypothesis, and BF < 1/3 as evidence in favour of the null hypothesis (Jeffreys, 11998;
Kass and Raftery, 11995; Wetzels et al), 2011). BFs that lie between those values indicate insufficient evidence to

favour either of the two hypotheses.

3 | RESULTS

3.1 | Behavioural results

Participants performed well on the tracking task, with high mean accuracy for all probe positions (Figure[2IA). Response
time was calculated within participant as the mean correct response time per probe position. At the group level,

response time was faster for the expected probe position relative to the unexpected probe positions (trailing or



Robinson et al. 9

leading) (Figure 2B). These results indicate that on most trials participants knew where the probe was meant to
appear, which required tracking the expected location of the object. Evidently, participants allocated their attention
appropriately to the expected position of the stimulus during the imagined portion of the tracking task.
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FIGURE 2 Behavioural results. A) Accuracy, and B) Response time on the tracking task as a function of final probe
position. Individual participant data are plotted in grey, with group mean in navy. Error bars depict one standard
error of the mean across participants (N = 16).

3.2 | Position decoding using the pattern estimator sequences

The pattern estimator sequences were designed to extract position-specific neural patterns of activity from unpre-
dictable visible stimuli. Time-resolved multivariate pattern analysis (MVPA) was applied to the EEG data from the
pattern estimator, which revealed that stimulus position could be decoded above chance from approximately 68ms
after stimulus onset and peaked at 150ms (Figure[3), consistent with initial retinotopic processing of position in early
visual areas (Di Russo, |2003; |Hagler et al, [2009). To assess how the physical distance between stimulus positions
influenced the neural patterns of activity, we compared the pairwise decodability of position according to the relative
angle between stimulus position pairs (i.e., angle of 60°, 120°or 180°between two stimulus positions). The greatest
decoding performance was observed for larger angles between stimulus positions.

3.3 | Position decoding on the tracking task

To assess the similarity in position representations for visible and imagined (simulated occluded) stimuli, the classifier
was trained on data from the visible pattern estimator stimuli and tested on data from the tracking task for the visible
and imagined stimuli. Crucially, position could be decoded for both visible and imagined stimuli, suggesting that
similar neural processes underpin perceptual and internal representations of stimulus position. For visible stimuli, the
pattern of decoding results echoed those of the pattern estimator, with decoding evident from approximately 76ms

and peaking at 152ms, presumably reflecting visual coding of position in ventral visual areas of the brain (Figure[dA,
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FIGURE 3 Position decoding using pattern estimator sequences. Left plot shows group mean decoding and
smoothed individual participant decoding for all pairs of positions, and right plot shows mean position decoding as a
function of the angular distance between stimulus pairs. Shaded areas show standard error across participants (N =
16). Thresholded Bayes factors (BF) for above-chance decoding are displayed above the x-axes for every time point
as an open or closed circle in one of four locations (see inset).

left). When decoding was split according to the distance between the pair of positions, results looked similar to the

pattern estimator results (Figure[dA, right).

A different pattern of results was observed for the imagined stimuli. Here, decoding was not above chance
until approximately 152ms and consisted of a low, broad “peak” (Figure @B). There was considerable variation in
decoding accuracy across participants (Figure @B, left; see also Supplementary Material [£8). Although decoding
accuracy was low, there was considerable evidence that accuracy was above chance (see Supplementary Material[S2]
for Bayes Factors in more detail). Reliable above chance cross-decoding from the visible pattern estimator stimuli to
the imagined stimuli on the tracking task indicates that overlapping processes underlie stimulus-driven and internally-
generated representations of spatial location. But this decoding of the internal representation of position was later
and less accurate than position decoding for visible stimuli. Similar to the pattern estimator and visible decoding
results, positions that were further apart were more decodable (Figure @B, right). Notably, neighbouring positions
(60°apart) showed little evidence of position decoding, suggesting that the representations of position were spatially
diffuse for the imagined stimuli, unlike for the visible stimuli.

The previous analyses were performed using electrodes covering the whole head, which meant that there was a
possibility that non-neural artefacts such as eye movements might contribute to the classification results (Quax et all,
2019). Saccadic artefacts tend to be localised to frontal electrodes, close to the eyes (Lins et all,11993). To assess
if the EEG signal contributing to the position-specific neural information originated from posterior regions of the
brain (e.g., occipital cortex), as expected, we conducted the same time-resolved decoding analyses using a subset
of electrodes from the back half of the head. We used 28 electrodes that were likely to pick up the largest signal
from occipital, temporal and parietal areas (and were less likely to be contaminated with frontal or muscular activity).
The electrodes were CPz, CP1, CP2, CP3, CP4, CP5, CPé6, Pz, P1, P2, P3, P4, P5, P6, P7, P8, POz, PO3, PO4, PO7,
PO8, Oz, 01, 02, TP7, TP8, TP9 and TP10. As can be seen in Figure[5] the same trend of results was seen using
this subset of electrodes compared with the whole head analyses in Figure[dl Specifically, Bayes Factors revealed
evidence that position of imagined stimuli was decodable approximately 136-244ms, which is slightly earlier than the
whole brain results. Decoding was also most evident for positions that were a distance of 120°or 180°apart (Figure
[BB). Interestingly, imagery decoding was more prolonged for the whole-brain decoding than posterior analyses, which
could reflect higher-order cognitive processing of stimulus position in more anterior regions of the brain, or increased

power due to more features (electrodes) included in the whole brain analysis. Analyses restricted to frontal electrodes
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FIGURE 4 Position decoding from object tracking task. A) Visible stimuli. B) Imagined stimuli. Left plots show
group mean decoding and smoothed individual participant decoding for all pairs of positions, and right plots show
mean position decoding as a function of the angular distance between position pairs. Shaded areas show standard
error across participants (N = 16). Thresholded Bayes factors (BF) for above-chance decoding are displayed above
the x-axes for every time point as an open or closed circle in one of four locations (see inset).

showed later, more diffuse coding for visible stimuli relative to the posterior analysis, and little evidence for position
coding of imagined stimuli (see Supplementary Material[S3). Thus, position-specific neural information for visible and
imagined stimuli was evident specifically over posterior regions of the brain, consistent with visual cortex representing

stimulus-driven and internal representations of spatial location.

The results of the time-resolved analyses showed that position-specific neural patterns for visible stimuli gen-
eralised to imagined stimuli, but with different temporal dynamics. To assess the possibility that neural processes
were more temporally variable for imagined than for visible stimuli, we performed whole brain (64-channel) time-
generalisation analyses by training the classifier on all time points of the pattern estimator and testing on all time points
from the tracking task. As expected, position could be decoded from both visible and imagined stimulus presentations,
but with marked differences in their dynamics (Figure[8). For the visible stimuli, most of the above-chance decoding
was symmetric on the diagonal, indicating that the position-specific processes occurred at approximately the same
time for visible stimuli in the pattern localiser and the tracking task (Figure[8A, top), even though the inter-stimulus
intervals for stimuli in the training and test sets were different. Interestingly, there was also some above-diagonal
decoding indicating that some neural signals observed in the pattern localiser occurred substantially earlier in the
tracking task, which may reflect prediction based on the previous stimuli. Also likely reflecting anticipation of the
stimulus position, generalisation occurred for time points prior to onset of the visible stimulus in the tracking task.
About 800-1000ms after the tracking stimulus was presented, there is some evidence of below chance decoding,

indicating a different stimulus position was systematically predicted. This is likely to reflect processing of the next
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FIGURE 5 Position decoding from object tracking task using only posterior electrodes. A) Visible stimuli. B)
Imagined stimuli. Left plots show group mean decoding and smoothed individual participant decoding for all pairs of
positions, and right plots show mean position decoding as a function of the angular distance between stimulus pairs.
Shaded areas show standard error across participants (N = 16). Thresholded Bayes factors (BF) for above-chance
decoding are displayed above the x-axes for every time point as an open or closed circle in one of four locations (see
inset).

stimulus in the tracking task, which was presented at 600ms on the plot (stim +1 vertical line).

Time generalisation for the imagined stimulus position was not centred on the diagonal, reflecting different
temporal dynamics for the predicted internal representations than for the stimulus-driven processing of the pattern
estimator. Decoding generalisation was also much more diffuse and relied on processes approximately 120-750ms
after stimulus onset in the pattern estimator (Figure[8A, middle). Decoding again preceded the onset of the tone in the
tracking task, reflecting an anticipation effect. There was also below chance decoding at later time points, indicating
that the classifier was predicting a different stimulus position at times when the next stimulus would be processed.
Comparison between visible and imagined position showed higher decoding for the imagined stimuli preceding the
tone, but higher decoding for the visible stimuli after the stimulus and tone were presented (Figure[8A, bottom).

The dynamics of the time generalisation results give insight into the processing underlying perceptual and imag-
ined position representations. Using decoding models trained on the pattern estimator at 140-160ms (approximately
the time of peak position decoding), we looked at decoding accuracy for each time point on the tracking task. It is
clear that visible representations show stimulus-evoked position specific responses, with largest decoding at the same
time period as the training times (Figure[@B). Imagined representations, however, show much more diffuse responses
that ramp up earlier than those of visible stimuli, with imagined decoding highest before Oms, the time of the tone.
Interestingly, this plot resembled within-condition decoding results (i.e., training and testing on visible or imagined
stimuli from the training task; see Supplementary Material [54).

The time generalisation results show that position representations seem to emerge earlier for imagined than
visible stimuli. For peak decoding times per participant (Figure[8IC, left), visible position was most separable when

training and testing approximately the same time points (about 150ms), whereas imagined position relied on later
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FIGURE 6 Time generalisation results. A) Decoding stimulus position for visible stimuli and imagined stimuli. Left
plots show decoding for visible, imagined and visible-imagined difference, and right plots show associated Bayes
Factors. Decoding was performed by training on data from the pattern estimator sequences of visible stimuli and
testing on the experimental trials, for all pairs of time points. B) Decoding accuracy using training times 140-160ms
on the pattern estimator and testing all time points for visible and imagined stimuli. C) Peak decoding times for
training and testing processes. Left plot shows peak decoding times per participant, and right plot shows distribution
of peak times after bootstrapping the group 1000 times. D) Mean decoding accuracy for different training-testing
time offsets. Highest decoding for visible stimuli occurred around Oms offset, indicating processes occurred at the
same time points for the pattern estimator and visible stimuli on the tracking task. In comparison, the highest
decoding for imagined stimuli occurred earlier in the test set than the training set.

training than testing times, and showed much more variability across participants. To further assess peak decoding
times, we bootstrapped the group 1000 times with replacement and calculated the times of peak generalisation to
assess the distribution. Figure[8IC (right) shows that visible decoding showed training and testing peaks at approx-
imately 150ms with very little variation across the 1000 iterations. Imagined representations, by contrast, peaked
after 300ms for training and Oms for testing. Finally, assessing decoding accuracy by training-testing lag revealed
that imagined decoding was higher when training on later time points than testing times, whereas visible decoding
was highest at approximately Oms offset (i.e., same training and testing times; Figure[6D). These results suggest that
imagined representations rely on high level perceptual and cognitive processes that are implemented earlier in time.
Overall, the time generalisation results suggest that during the imagined stimulus portion of the tracking task, which
relied on internal representations of position, the neural dynamics were more anticipatory and variable than perceptual
processes.
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FIGURE 7 Position response profiles for visible and imagined stimuli using encoding models trained on the random
pattern estimator stimuli. A) Activations of each encoding position channel for visible and imagined stimuli, plotted
as relationship to the presented stimulus position. For the visible and imagined conditions, there was higher
activation for position channels closer to the correct position (0°), indicating that the neural representation of
stimulus position was captured by the encoding model. B) Model fitting of channel responses for some
representative time periods show the emergence of spatial information over time, with a shift towards the next
stimulus position. C) Parameters of the model fits over time. Left: Response amplitude at each time point for visible
and imagined stimuli. There was reliable spatial signal for both conditions, but the temporal dynamics varied. Right:
Peak position for the model fit generally reflected a peak at O degrees for visible and imagined stimuli, although after
250ms there was some evidence of positive shifts towards the upcoming stimulus position.

3.4 | Encoding analyses

We used forward encoding to assess the spatial representations in the neural signal for visible and imagined stimuli.
Encoding models were trained on EEG data from the pattern estimator sequences and applied to the tracking task
separately for each condition and time point. This exploratory analysis resulted in activations per condition for six
encoding channels representing the experimental positions. Figure[ZA depicts mean response profiles per condition,
which show higher responses for the actual stimulus position (0°) relative to the other positions, indicating that visible
and imagined position were encoded according to the same processes as the pattern estimator. Plots of the response
profiles at representative time periods show position information emerges over time but appears to shift towards
to next stimulus position in the sequence (denoted by 60°) at later time periods (Figure[ZB). Fitting a model to the
channel responses at each time point resulted in two relevant parameters of the spatial coding of the neural signal.
The amplitude of the model fit, the peak response amplitude, emerged over time and was reliably above zero for
both visible and imagined stimuli, although it emerged slightly later for imagined stimuli (Figure[ZIC, left). This plot
resembled position decoding over time. Importantly, amplitude was reliably higher for visible than imagined position

from approximately 100-276ms, indicating that the neural representations of position are stronger for physical rather
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than internally generated stimuli. Modelling of the response profiles also revealed for peak position (i.e., the centre
of the model fit) there was some evidence of a shift away from the current stimulus position in the positive direction
for both visible and imagined stimuli (Figure[ZIC, right). This positive shift was evident from about 300ms, suggesting
that the position representations at this time were more consistent with the upcoming stimulus position. Together,
these encoding analyses complement the decoding results by showing that visible and imagined spatial position are
encoded using stimulus-driven processes, and that imagined stimuli elicit considerably weaker spatial representations
than visible stimuli.

4 | DISCUSSION

In this study, we assessed the neural underpinnings of internally-generated representations of spatial location. Partic-
ipants viewed predictable sequences of a moving stimulus and imagined the sequence continuing when the stimulus
disappeared. Time-resolved multivariate analyses revealed that patterns of activity associated with visual processing
in random sequences were also associated with processing of visible and imagined spatial stimulus positions in the
tracking task, but with different temporal dynamics. Specifically, the neural correlates of imagined position (i.e.,
internally-generated representations) were anticipatory and more temporally diffuse than those of visible position
(i.e., sensory-driven representations). Taken together, this study provides evidence that internal representations of
spatial position rely on mechanisms of visual processing, but that these are applied with different temporal dynamics

to actual perceptual processes.

The results of this study suggest that similar perceptual and cognitive processes are implemented for process-
ing position of visible and imagined (e.g., occluded) stimuli. This adds to previous neuroimaging work using high
level objects by showing that internally-generated spatial representations appear to use the same visual perceptual
processes as viewed stimuli (Dijkstra et all, 12018). What neural processes are responsible for this low-level spatial
imagery? We found generalisation from the pattern estimator to the visible tracked stimuli began at approximately
76ms, but for imagined stimuli the generalisation did not occur until 120ms (Figure[8A). This suggests that internal
spatial representations do not originate with early retinotopic processes such as that of the first stages of processingin
V1, but are implemented by higher order processes potentially via feedback and recurrent processes. Above-chance
generalisation for visible and imagined stimuli was maintained until approximately 750ms after the pattern estimator
stimulus was presented, indicating that position-specific information represented throughout the visual hierarchy has
some similarity for stimulus-driven and internally generated representations. It is important to note, however, that
the time generalisation results did not show evidence of distinct, progressive stages of processing for the imagined
representations. In contrast, the visible stimuli showed different clusters of above-chance decoding on the diagonal
of the time-generalisation results, indicating that there were distinct stages of processing. These results are similar to
those observed in Dijkstra et al.,|12018 during imagery of faces and houses. Recent work has suggested that imagery
involves a flow of information from higher- to lower-level brain regions in succession through the ventral stream
(Breedlove et all, [2020). We did not find any evidence of this reversal of perceptual processes in imagery; rather,
our results suggest that internal representations activate different perceptual stages simultaneously. However, new
analysis methods might yield more insight into the information flow through different brain regions during imagery
(Dijkstra et al!,[12019).

For both visible and imagined stimuli, more distant stimulus positions could more easily be discriminated by the
EEG signals. Decoding for neighbouring positions (60°apart) was generally much lower than decoding for positions

that were further apart. This is consistent with the retinotopic organization of visual cortices (Tootell et all,11998),
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where closer areas of space are represented in neighbouring regions of cortex, leading to more similar spatial pat-
terns of activation that are measured on the scalp with EEG (Carlson et al},[2011). Time generalisation results also
showed that neural patterns of activity from the pattern estimator sequences generalised to neighbouring positions
in the visible condition, highlighting the neural similarity for close spatial representations (see ~750ms in Figure[@B).
Interestingly, however, decoding for the closest positions was particularly low for the imagined stimuli, indicating that
internally generated representations of position are more spatially diffuse than perceptual representations. Multivari-
ate encoding analyses verified that the neural representations of spatial position for both visible and imagined stimuli
were encoded using stimulus-driven processes (modelled using data from the pattern estimator sequences), but that
imagined representations of position were weaker than stimulus-driven representations from 100-276éms. Weaker
spatial signal in imagery is consistent with representations originating in higher-level regions of the visual hierarchy,
which have larger receptive fields (Breedlove et al, |2020). Together, these results suggest that there are common,
retinotopic mechanisms for processing position of both visible and imagined stimuli, but with important differences

in the origin of the representations leading to much greater precision for visible stimuli.

A cognitive process that might contribute to the extracted position-specific signal in the current study is that of
spatial attention. In our experimental task, participants were explicitly asked to track the position of the stimulus, and
they performed well, suggesting they were directing their attention to the location of the stimulus. Spatial attention
influences the amplitude of early EEG responses (for review, see [Mangun (1995)), and MEG classification work has
shown that spatial attention enhances object decoding at early stages of processing (Goddard et al!,12019). Top-down
spatial attention also results in more diffuse spatial representations than stimulus processing (Intriligator and Cavanagh,
2001). Our decoding and encoding results were obtained from training on the pattern estimator, so our results are
focused on processes common to the pattern estimator and the tracking task. In the pattern estimator, there was
no explicit task and therefore no incentive to specifically attend to stimulus position. However, there was only one
stimulus presented at a time and the saliency of the onsets were likely to attract attention, albeit in a different fashion
to the cued positions in the experimental tracking task. As such, the pattern estimator and tracking task had different
spatial attention demands, but that does not rule out spatial attention as a source of overlap between the two types
of sequences. It is difficult to untangle perceptual and attentional mechanisms during imagery, and it is possible
that internal spatial representations rely on processes that are common to perception and attention. The current
results are consistent with previous work on imagery using paradigms that are unlikely to rely on spatial attention
(Dijkstra et al,|2018; Xie et al,12020), so it seems likely that perceptual mechanisms are at least a considerable source
of overlap for neural patterns on the random pattern estimator sequences and the imagined positions on the tracking
task. Future work could attempt to disentangle the role of perceptual and attentional processes in spatial imagery with

a manipulation to reduce attention during the pattern estimator or using valid and invalid cues for spatial position.

To investigate the neural processes underlying spatial imagery, this study focused on spatial representations that
were common to two different types of sequences: the pattern estimator and the tracking task. All analyses were
performed by obtaining patterns of neural activity associated with spatial position from the randomly ordered pattern
estimator stimuli and assessing how these patterns are similar to the position representations of visible and imagined
stimuli during the tracking task. Training encoding and decoding models on an independent task allowed us to draw
conclusions about the nature of the position representations during tracking without the confound of prediction. Our
results show that spatial imagery implements similar neural processes as viewing stimuli. However, it is possible that
spatial imagery also contains different information to the pattern estimator. As an exploratory analysis, we investigated
the temporal dynamics of position representations by decoding within condition (visible and imagined) on the tracking
task (see Supplementary Material[S4). This cross-validated decoding is somewhat problematic due to the predictable

nature of the sequence, so decoding is above chance throughout the whole time period. However, the dynamics
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are still informative; specifically, within-condition decoding revealed very similar dynamics to the original decoding
analysis. Within-visible decoding had a peak at 150ms, resembling the time-resolved analyses from training the
pattern estimator and testing the visible stimuli on the same time points (as in Figure[dA). Within-imagined decoding
was highest around Oms, resembling the time-generalisation results from training on mid- and high-level processes
of the pattern estimator (e.g., Figure[@B). These results suggest that neural processes as measured in the pattern
estimator do capture most of the relevant neural processes implemented during stimulus tracking for visible and
imagined stimuli.

Spatial imagery representations were evident using multivariate decoding and encoding analyses, but the magni-
tudes of the effects were very small. One likely contributing factor to the small effects is the temporal jitter in the
neural representations evoked by imagery both within and across participants. Time-locked analyses assess reliable
patterns of neural activity occurring at the exact same time across trials. Imagery, as an internally-generated process,
is likely to be much more temporally variable than perception, resulting in smaller, more diffuse time-locked neural
signals. There is also the likelihood that different participants will use different strategies, resulting in variation from
participant to participant. Temporal variability is a challenge in all research involving mental imagery. Indeed, in a
face versus house imagery experiment, Dijkstra and colleagues (2018) found <60% accuracy for imagined decoding
compared with nearly 90% for viewed stimuli. To minimise temporal variation in imagery in the current experiment,
we used tones to guide participants in the timing of the task. Participants had to covertly track stimulus position
on thousands of trials (>1400 visible + >1400 imagined per participant; see Supplementary Material [E 1l for details),
and this large number of trials ensured that we had the power to capture the neural processes associated with spatial
imagery representations, despite the temporal variation. Decoding accuracy was low, but accuracy is not an effect size
(Hebart and Baket,[2018). Our analyses show there were reliable spatial imagery representations that shared neural
patterns with stimulus-driven representations. Importantly, temporal jitter for imagery cannot explain the observed
temporal dynamics for processing of imagined position (as seen in the time generalisation plots in Figure[8), because
jitter would predict only the x-axis of the time-generalisation plots being smeared relative to the visible condition. The
observed imagery results appear to be diffuse in terms of the contributions of the pattern estimator (training; y-axis)

processes, reflecting processing occurring at different times in visible and imagined parts of the task.

One factor that we tried to control in this study was eye movements. Recent work has shown that even when
participants were instructed to maintain central fixation, the spatial position of a peripheral stimulus could be decoded
from eye movements, and the eye movements appeared to account for variance in the MEG signal from 200ms
after the stimulus was presented (Quax et all, [2019). To reduce the likelihood of eye movements influencing our
spatial representation results, one countermeasure we implemented was using independent sequences of randomly
ordered visible stimuli (pattern estimator sequences) to extract position-specific patterns from the EEG signal and
used these to generalise to the tracking task. Thus, only neural signals in common between the pattern estimator and
the tracking task could result in above chance decoding. The position sequences in the pattern estimator (training
set) were randomised, so any incidental eye movements were unlikely to consistently vary with position. The tracking
task implemented both clockwise and counter-clockwise sequences, so if there were eye movements, across the
whole experiment a given position would have two completely different eye movement patterns. Above-chance
cross-decoding from the pattern estimator to the tracking task was therefore unlikely to be driven by eye movements.
Second, all stimuli were presented briefly (100ms duration), and for a short 200ms inter-stimulus interval during the
pattern estimator. This rapid presentation rate reduced the likelihood that participants would overtly move their
eyes, as even the fastest saccades take at least 100ms to initiate (Fischer and Ramsperger,|1984). Third, we excluded
participants that appeared to move their eyes excessively during the pattern estimator sequences, which were the

sequences used for training the classifier. Finally, we conducted an additional analysis using only posterior electrodes
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to validate that the neural patterns of activity informative for spatial position were consistent with processes within
the visual system (e.g., from occipital cortex). Decoding from posterior electrodes was similar to the whole-brain
results. Furthermore, a similar analysis using only frontal electrodes showed later, more diffuse position decoding for
visible stimuli, and insufficient evidence for position decoding of imagined stimuli (see Supplementary Material [S3),
indicating that frontal signal or artefacts did not drive decoding of spatial position for visible or imagined stimuli. Taken
together, our finding that spatial position generalised from the pattern estimator to the tracking task from relatively
early stages of processing indicates that it was actually a neural representation of spatial location that was driving the
classifier rather than any overt eye movements.

In conclusion, in this study we successfully showed that the position of predictable visible and imagined stimuli
can be modelled using patterns of neural activity extracted from independent visible stimuli. Our findings suggest
that internally generated spatial representations involve mid- and high-level perceptual processes. The visible stimuli
that we used relied on early retinotopic visual processes, yet we found no evidence of generalisation from very
early processes (90-120ms) to the imagined stimuli. The stimuli we used were much simpler than the vivid, complex
objects used in previous work, but we found similar stages of processing generalised from perceptual to internally-
generated representations (Dijkstra et al.,|2018), suggesting a general role of mid- and high-level perceptual processing
in internally-generated representations such as those implemented during imagery or occlusion. Our finding that neu-
ral representations of spatial location were weaker and occurred earlier for imagined objects than for the unpredictable
objects indicates an important role of prediction in generating internal representations. Together, our findings suggest
that similar neural mechanisms underlie internal representations and stimulus-driven mechanisms, but the timing of

these processes is dependent on the predictability of the stimulus.
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5 | SUPPLEMENTARY MATERIALS

S1 | Analysis of correct trials only

Performance on the task was high (M > 80%). We chose to analyse all trials in the decoding analyses. However, it is
possible that on incorrect sequences participants did not track the stimulus correctly and would have neural responses
consistent with the wrong position, affecting the decoding. To assess position-related information on correct trials,
the time-resolved decoding analysis was performed again by excluding incorrect sequences from the test set. Number
of trials included are listed in Table[dl As can be seen in Figure[S1] the temporal dynamics of visible and imagined

stimulus position are very similar to the original set of analyses.

TABLE 1 Mean numbers of stimuli per condition. Range across participants is given in brackets.
Pattern estimator - Training set  Visible stimuli on tracking task  Imagined stimuli on tracking task
All trials 959.81[957-960] 1432.40[1394-1452] 1467.20[1425-1452]
Correct trials only As above (passive task) 1240.20 [904-1408] 1271.80[956-1446]
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FIGURES 1 Decoding position using correct trials only. A) Visible stimuli. B) Imagined stimuli. The results are
largely the same as the original decoding analyses which used all trials regardless of performance on the task.
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S2 | Bayes Factors associated with position decoding

Figure[S2shows the Bayes Factors associated with whole brain position decoding from Figure[dl For both visible and
imagined stimuli, there was considerable evidence for position-specific representations in the neural signal.
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FIGURES 2 Bayes Factors (BFs) associated with position decoding accuracy as a function of time, plotted on log
scale. A) Visible stimuli. B) Imagined stimuli. Left plots show BFs associated with decoding all stimulus positions, and
right plots show BFs associated with decoding according to the angular distance between position pairs.
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S3 | Analysis of position-related activity within frontal electrodes

To assess the contribution of potential eye movements to the decoding results (and complement the posterior analysis),
we performed decoding using a subset of electrodes from the front of the head. The 27 electrodes were Fp1, Fp2,
AFz, AF3, AF4, AF7, AF8, Fz, F1, F2, F3, F4, F5, Fé, F7, F8, FT7, FT8, FT9, FT10, FCz, FC1, FC2, FC3, FC4, FC5,
FCé6. Figure[S3dlshows decoding accuracy for classifiers trained and tested on the pattern estimator. Decoding was
reliably above chance from approximately 150ms but considerably lower than whole brain analyses (Figure[3). For the
crossdecoding analysis, when trained on the pattern estimator and tested on the tracking task, Figure [53.21 shows
again that decoding is lower in general than the whole brain analysis. Furthermore, for imagined stimuli there is little
evidence that the frontal electrodes contained position-specific representations (i.e., decoding is not reliably above

chance except for a brief period just after 200ms).
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FIGURE S 3.1 Position decoding over time for stimuli in the pattern estimator sequences using only frontal
electrodes. Left plot shows mean position decoding and right plot shows position decoding as a function of the
angular distance between stimuli.
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FIGURE S 3.2 Decoding visible and imagined stimuli on the tracking task using only frontal electrodes. A) Visible
stimuli. B) Imagined stimuli.
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S4 | Decoding of stimuliin the tracking task by training and testing on the same condition

All original analyses were performed by training classifiers on the pattern estimator sequences and testing on the
tracking task. However, the cross-decoding analysis limits the results to information that is common to both types
of experimental sequences. To assess position-specific information in the tracking task alone, we performed cross-
validated leave-one-block-out decoding separately for the visible and imagined stimuli. Figure[S4lshows that decoding
accuracy was above chance for the whole time period, including prior to the stimulus being presented or imagined.
Due to the predictable movement of the stimuli, above chance decoding prior to the stimulus could reflect anticipatory
neural signals relating to the upcoming position, and/or decoding of the previous stimulus position. The dynamics
of the visible decoding looked qualitatively similar to, but higher than, the original cross-decoding analysis, with
a peak around 150ms. Decoding of the imagined stimuli followed a different trajectory, with highest decoding at
approximately Oms, which was the time the tone was presented and when participants were meant to be imagining
the stimulus position. Interestingly, imagined decoding resembled decoding in the cross-decoding time generalisation
analysis (see Figure[@B), although again with higher decoding accuracy across the whole time period. It is impossible
to make any strong claims about visible and imagined stimulus information based on these analyses because of
the confounding positions of the previous and following stimuli. Nevertheless, it seems that the stimulus position
information in the tracking task is not drastically different to stimulus position information in the pattern estimator,

lending support to the idea that spatial imagery relies on stimulus-driven processes.
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FIGURES 4 Decoding using leave-one-block-out cross-validation for stimuli on the tracking task. A) Visible stimuli.
B) Imagined stimuli.
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S5 | Neural responses to stimuli

To assess the data quality and the temporal dynamics of neural activation for the different conditions in the study, we
computed event-related potentials by averaging the signal from all relevant trials and electrodes over time, regardless
of stimulus position (Figure [£5.9). Data were preprocessed as in the decoding analysis (0.1Hz highpass, 100Hz
lowpass, average reference). No trials were rejected. ERPs were calculated separately for frontal electrodes and
posterior electrodes. For the pattern estimator, there were 960 trials per participant, except for one participant who
only had 957 trials due to a data collection error. The number of trials was similar for visible stimuli (M = 1432.40, range
1394-1452) and imagined stimuli (M = 1467.20, range 1425-1475) per participant (see Table[151). As can be seen
in Figure[S5.1] there was a clear event-related response for all stimuli. ERPs for the pattern estimator resembled a
sine wave due to the rapid stimulus presentation. Dynamics for the slower tracking task look like characteristic event-
related responses; for example, there was a positive peak at 100ms (P1 component) and negative peak at 180ms
(N170 component) after every stimulus presentation. Imagined responses were slightly reduced relative to the visible
stimuli, though note that no statistics were performed as this was a qualitative analysis. ERPs for each participant are
shown in Figure[G5.21
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FIGURES 5.1 Event-related potentials for each condition and electrode cluster. Left plots show ERPs for stimuli in
the pattern estimator sequences. Right plots show ERPs for visible and imagined stimuli in the tracking task. Dotted
vertical lines denote onset of stimuli within the task. Shaded areas show standard error of the mean.
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5 Tracking task: Visible stimuli

6 Tracking task: Imagined stimuli
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FIGURE S 5.2 Event-related potentials from posterior electrode cluster. Left plot shows visible ERPs and right plot
shows imagined ERPs.
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S6 | Individual participant decoding

There was considerable variation in the magnitude of decoding accuracy across participants (see Figure S6). Imagined
decoding showed more temporal variation across participants than visible decoding.
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FIGURES 6 Decoding accuracy over time per participant for visible (left) and imagined (right) stimuli on the
tracking task. Decoding models were trained on the pattern estimator.
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